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ANSWER:

use Hubble + 

nature’s telescopes x 6

(strong lensing clusters)

⇒ Go intrinsically deeper than HUDF

⇒ Go wider than HUDF+parallels
 

6 Lensed Fields + 

6 parallel “Blank Fields” 

= New Parameter Space



    6 strong-lensing clusters   
        + 6 adjacent parallel fields 

   140 HST DD orbits per pointing

            ACS/ WFC3-IR in parallel 

      ~29th ABmag in 7 bands

 Cluster

Blank Field

http://www.stsci.edu/hst/campaigns/frontier-fields/

     2 clusters per year  x 3 years  

                   →  840 total orbits

1000 hours Spitzer DD time for 

    ~26.5 ABmag in IRAC 3.6, 4.5 μm

Brammer, VLT/Hawk-I K

http://www.stsci.edu/hst/campaigns/frontier-fields/
http://www.stsci.edu/hst/campaigns/frontier-fields/


Spitzer Frontier Fields

Infrared Spitzer Space Telescope will look at Frontier Fields
at wavelengths redder than Hubble can see (but not as deep)
                
crucial for distances,  measuring total amount of stars



Chandra Frontier Fields

X-rays see hot cluster gas and gas accreting onto 
massive black holes

MACS0717.5+3745
C. Jones-Forman

MACS0416.1-2403
S. Murray



Deep observations of the Frontier Fields will: 

• probe galaxies 10-50x intrinsically fainter than any seen before,    

  particularly those before and during reionization

• study the early formation histories of galaxies intrinsically 
  faint enough to be the early progenitors of the Milky Way 

• study highly-magnified high-z galaxies in detail: structures, 
colors, sizes  and provide targets for spectroscopic followup 
   

• provide a statistical picture of galaxy formation at early times



+ deep and high-spatial resolution studies of z~1-4 galaxies,            

(UV escape fraction,  sub-kpc structures and star-formation)

+ map out dark matter and substructure in clusters

+ study cluster galaxies, dwarfs, intracluster light in clusters

+ search for (lensed) SN, transients in distant universe

+ use 100s of multiple images as probe of distance, DE

+ give proper motions of Milky Way stars

+ search for asteroids in solar system

+ ??? 



why 6 clusters + 6 parallels?

HDFI SWG report 2012: 

Six “blank” parallel fields give you 3x more area than existing HUDF+pars 
⇒ “3-5x more faint galaxies + doubling of numbers of z~8-10 galaxies”

Hubble Deep Fields Initiative 2012 – Science Working Group Report 
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Our choice of depth and number of fields complements naturally the existing area and 
depth coverage for blank fields and cluster lensing fields. The blank fields are deeper 
/narrower than CANDLES-Deep and wider/shallower than the HUDF (see Figure 3).  
Our cluster fields are deeper but less numerous than CLASH.  This will allow for the 
detection and characterization of intrinsically faint high-z galaxies that, importantly, have 
moderate (and therefore well-understood) magnifications. Because they are shallower, 
CLASH data enable confident explorations of only the brightest high-z objects 
(comparable in reach to the HUDF, but with somewhat larger errors because of lensing 
uncertainties). The six deep cluster fields promise to deliver ~10 sub-L" galaxies at z ~ 
10 and up to 100 at z ~ 8.    The six blank fields will increase the number of sub-L" z > 7 
galaxies by a factor of 3-5 and will reduce the effect of cosmic variance on luminosity 
and mass functions by roughly a factor of two. Given natural statistical fluctuations, 
these samples cannot be achieved with a significantly smaller number of fields.  
 
As our proposed program has a goal to image 6 clusters over < 1000 orbits, we will not 
be able to substantially increase the depth at m > 29, which is the domain of the HUDF.  

 
Figure 3: Blank Field Gain –  (Left) The black line shows the cumulative HST area surveyed vs 
exposure depth in F160W for all of CANDLES and HUDF09, including parallels.  Our proposed 6 HDFI 
blank fields program is indicated in shaded red, filling the relative void in HUDF-Parallel depth.   (Right) 
Number of galaxies that could in principle be detected from the same set of fields, with the shaded 
regions showing the gain expected from our 6 HDFI blank fields program, providing a factor of ~3-5 gain 
in faint galaxies compared to current counts, and roughly doubling the number of total z~8-10 
candidates. The calculations assume UV luminosity function Schechter parameters that smoothly evolve 
with redshift in a manner consistent with recent measurements at 4 < z < 8 (e.g., Bouwens et al. 2012) 
and extrapolated to z=10, and 100% selection efficiency to the 5-sigma detection limit.  Note: the lensing 
fields (Figure 1) will push detections more than two magnitudes fainter than the edge of this figure.   
 
 
 
 



high-redshift volumes probed by strong lensing is small

4 Coe & Bradley 2014

Figure 3. Delensed z = 9 magnifications maps (CATS models) of the WFC3/IR fields (red outlines 13600 ⇥ 12300) to be imaged for each
Frontier Fields cluster. In each panel, north is up and east is left.

Figure 4. Co-moving volume as a function of redshift for a range
of cosmologies in a flat universe, provided for reference.

constrained out to z ⇠ 8 where ⇠100 candidates have
been discovered (Bouwens et al. 2011b; Oesch et al.
2012b; Yan et al. 2012; Bradley et al. 2012; Dunlop et al.
2013; McLure et al. 2013; Schenker et al. 2013; Schmidt
et al. 2014). Estimating expected counts at z ⇠ 9 and
greater requires extrapolation from lower redshifts tem-
pered with the handful of z & 9 candidates discovered to
date.
We adopt the best fit z ⇠ 8 LF from Bradley et al.

(2012). They found the observed number counts as a
function of luminosity were well fit by a Schechter (1976)
function �(L) = �⇤e�L/L

⇤
(�L/L⇤)↵ with normalization

�⇤ = 4.3 ⇥ 10�4 Mpc�3, characteristic rest-frame UV

Figure 5. Cumulative area and corresponding co-moving volume
at z ⇠ 9 as a function of magnification for each cluster from the
CATS models. The full survey will yield ⇠28 arcmin2 (⇠50,000
Mpc3 at z ⇠ 9) in the 6 blank WFC3/IR fields and ⇠5.6 arcmin2

(⇠10,000 Mpc3 at z ⇠ 9) of source plane search area in the 6 lensed
WFC3/IR fields. These are upper limits as we do not account
for area lost due to foreground objects. The plot also shows, for
example, that in the lensed fields, a total of ⇠1,000 Mpc3 source
plane area should be magnified by a factor of 6 (⇠2 magnitudes)
or greater. I am also calculating the Total curve also for Sharon
and Zitrin-LTM...

absolute magnitude M⇤
UV

= �20.26 AB, and faint end
slope ↵ = �1.98. Other recent z ⇠ 8 studies (McLure
et al. 2013; Schenker et al. 2013; Schmidt et al. 2014)
found similar results with similarly steep faint end slopes
(↵ = �2.02, �1.94, and �1.87, respectively) which help

why 6 clusters + parallel fields?

D. Coe et al, 2014

z~9 delensed volumes



cosmic variance 10-30% higher in 1 lensed field vs. HUDF;  

but 6 fields can provide critical constraints 
on faint galaxies required to reionize the universe

why 6 clusters + parallel fields?
COSMIC VARIANCE IN THE FRONTIER FIELDS 3

FIG. 2.— Fractional cosmic variance uncertainty in galaxy counts. Cosmic
variance in blank field surveys (dashed lines) can be estimated by computing
the rms density fluctuations in the survey volume using linear theory and the
luminosity-dependent clustering bias of galaxies from abundance matching
(see Section 2). Cosmic variance estimates for single WFC3 pointings are
plotted at z ⇠ 7 (magenta), z ⇠ 8 (blue), and z ⇠ 10 (red), along with the cor-
responding values for the UDF12 survey (points Ellis et al. 2013; Schenker
et al. 2013; McLure et al. 2013). For strong gravitational lens surveys, the
source plane area as a function of magnification can be used to determine
a similar linear theory estimate of the cosmic variance in a lensed sample.
The corresponding cosmic variance uncertainty for A2744 is computed (solid
lines) and our estimate for the z ⇠ 7 - 8 Atek et al. (2014b, diamonds) and
z ⇠ 10 Zitrin et al. (2014, triangle) samples indicated.

trates our methodology applied to A2744. We use the Clusters
As TelescopeS (CATS) lens models presented in Richard et al.
(2014) that provide a map of the spatially-dependent magni-
fication (left panel of Figure 1, shown for the z ⇠ 9 model).
The public Richard et al. (2014) models also include a ma-
trix of deflections that allows for a reconstruction of a source
plane magnification map. We use the HST WFC3 weight map
from the public FF data (Program ID 13495; PI Lotz, Co-PI
Mountain) to determine the area of A2744 covered by WFC3
imaging, and then reconstruct the source plane magnification
map of this region (our method is similar to that presented
by Coe et al. 2014 and produces similar results to their Fig-
ure 5). The reconstructed source plane magnification map is
shown in the middle panel of Figure 1, and enables us to com-
pute the area A(µ > µi) that defines the intrinsic luminosity-
dependent window function used in Equation 2 to calculate
the sample variance. The connection between magnification,
source plane effective area, and CV can then be used to pro-
duce a “cosmic variance map” of A2744. The right panel of
Figure 1 shows the estimated excess CV in the A2744 field
relative to a blank field of the same imaging area, as a func-
tion of the local magnification. The CV in A2744 is estimated
to be 10 - 30% higher than in an equivalent blank field sur-
vey, assuming a constant bias population. Applying the same
methodology to the other FF lens models suggests similarly
increased uncertainties.

The luminosity-dependent CV uncertainty of the A2744
lens galaxy population can be estimated as a function of in-
trinsic source flux. Figure 2 shows the fractional CV un-
certainty of the high-redshift galaxy population statistics for

FIG. 3.— Revised z ⇠ 7 luminosity function (LF) constraints from the
Abell 2744 (A2744) sample accounting for cosmic variance, and projections
for constraints from the full Frontier Fields program. Shown are the multi-
field z ⇠ 7 LF measurements from Bouwens et al. (2014, gray points), and
the A2744 measurements from Atek et al. (2014b, black points) with am-
plified error bars reflecting the newly estimated cosmic variance uncertainty.
The light blue region shows the 90% credibility intervals for the LF when
constrained by the Bouwens et al. (2014) and modified Atek et al. (2014b)
data. The McLure et al. (2013, red points) and Schenker et al. (2013, or-
ange points) data are shown for comparison. Assuming the best-fit Atek et al.
(2014b) LF parameters (white line) are accurate and A2744 is a representa-
tive lens, data from five additional clusters are simulated and used to project
the constraints from the complete Frontier Fields program (dark blue area).
When completed, we estimate that the full Frontier Fields program will de-
liver an uncertainty in the z ⇠ 7 faint-end slope of |�↵| . 0.05.

unlensed surveys the size of a single WFC3 field-of-view
(dashed lines) and for a lensed population behind A2744
(solid lines), calculated assuming the redshift-dependent lu-
minosity function parameters presented in Bouwens et al.
(2014). The CV uncertainty is computed for z ⇠ 7 (magenta),
z ⇠ 8 (blue), and z ⇠ 10 (red) populations. We have addi-
tionally indicated the CV estimates for the UDF 2012 survey
(Ellis et al. 2013; Schenker et al. 2013; McLure et al. 2013),
the Atek et al. (2014a) A2744 samples, and the Zitrin et al.
(2014) z ⇠ 10 object identified in the A2744 data. The A2744
samples have CV uncertainties comparable to blank field sur-
veys with depths ⇠ 2 magnitudes brighter. Since the CV of
the lensed fields depends mostly on the source plane effective
area as a function of magnification, Figure 2 should provide a
useful CV estimate for any FF high-redshift sample.

5. DISCUSSION

HST Frontier Fields (FF) observations began in Cycle 21,
and the program data has already identified distant galaxies
behind A2744 (Atek et al. 2014a,b; Zheng et al. 2014; Zitrin
et al. 2014; Oesch et al. 2014). Several FF analyses have
referred to the blank-field calculations of Trenti & Stiavelli
(2008) to determine the CV of A2744 samples (e.g., Atek
et al. 2014a; Coe et al. 2014; Yue et al. 2014), but this model
(and that discussed by Robertson 2010b) underestimates the
CV uncertainty of gravitationally lensed populations. Zheng
et al. (2014) comment on the possibility of an increased CV
for their sample owing to lensing but provide no estimates.

B. Robertson et al, 2014



HST Frontier Fields

Abell 370 Abell S1063

chosen based on known lensing strength, sky location, ancillary data

1 2 3

4 5 6



Frontier Fields Schedule

year1 observations Abell 2744, MACS0416 are complete
Spitzer observations of  1st four clusters complete

MACS0717, MACS1149 HST observations starting now
AbellS1063, Abell 370 Spitzer observations planned Winter 2015

Abell S1063



Abell 2744
Cluster 



Abell 2744
Cluster 

WFC3/IR



Abell 2744
Cluster 

ACS/optical





MACS0717.5+3745
Cluster 

ACS/optical



Frontier Fields Lensing Maps

lensing models are key to interpreting luminosities of background galaxies

5 groups have made magnification maps for FF before 1st observations  

100s of arcs expected in FF data ⇒ tighter constraints on lensing models

http://archive.stsci.edu/prepds/frontier/lensmodels/

http://archive.stsci.edu/prepds/frontier/lensmodels/
http://archive.stsci.edu/prepds/frontier/lensmodels/


Early science (lensing maps)

• improved lensing models based on >150 lensed images; 
    give factor 2.5x improved statistical uncertainty   (Jauzac +14 a, b)
    

HFF strong-lensing analysis of MACSJ0416 1553

Figure 2. Left-hand panel: magnification map obtained from our HFF lens model for a source at zS = 9. Middle panel: surface area in the source plane covered
by ACS at a magnification above a given threshold µ. Right-hand panel: histograms of the relative magnification errors (in linear units) for the pre-HFF lens
model of Richard et al. (2014, orange) and our new mass model (black).

5 D ISCUSSION

The first strong-lensing analysis of MACSJ 0416 (Zitrin et al.
2013), based on pre-HFF data, estimated the rms error on pre-
dicted image positions as 1.89 arcsec and 1.37 arcsec for mass mod-
els parametrized using eGaussian or eNFW profiles, respectively,
and found a total cluster mass within the effective Einstein radius
for a source at zS = 1.896 of M(R < 145 kpc) = (1.25 ± 0.09) ×
1014 M". From our current best-fitting HFF mass model, we derive
a slightly lower, but much more precise value of M(R < 145 kpc) =
(1.052 ± 0.006) × 1014 M", an order-of-magnitude improvement
in the mass uncertainty and the first time that a cluster mass has
been measured to a precision of less than 1 per cent. Similarly, the
dramatic increase in the number of strong-lensing constraints now
available led to a reduction by almost a factor of 3 for the rms.
Our study thus achieves one of the HFF mission’s primary goals: to
obtain mass models of massive cluster lenses at an unprecedented
level of precision.4

Dramatic increases in precision are evident also from a com-
parison with the pre-HFF mass model presented by Richard et al.
(2014). Using a subset of 30 multiple images, the latter yields a
median amplification of 4.65 ± 0.60. For the exact same subset of
lensed images, but using our current best-fitting HFF mass model,
we now measured a median amplification of 3.88 ± 0.15, an im-
provement in precision of a factor of 4. In addition, the average
error of the predicted positions of the same set of lensed images
decreased from rms = 1.17 arcsec to rms = 0.8 arcsec.5

As for the total cluster mass within the multiple-
image region, the model of Richard et al. (2014) yields
M(R < 200 kpc) = (1.63 ± 0.03) × 1014 M" compared to
M(R < 200 kpc) = (1.60 ± 0.01) × 1014 M" derived from our
current HFF mass model.

4 We stress in this context that the precision of cluster lensing models de-
pends strongly on the mass modelling technique used in the analysis. For
example, our pre-HFF modelling with LENSTOOL in Richard et al. (2014)
reaches a precision of ∼2 per cent compared to ∼7 per cent for the mod-
elling derived by Zitrin et al. (2013) from the same imaging data. On-going
analysis of FF simulated data will help identify modelling biases, and vali-
date methods of error estimation.
5 Since these values depend on the subset of multiple-image systems con-
sidered, use of only 30 multiple-image families yields a slightly larger value
than that reported in Section 4.

To summarize, the advent of the HFF data has led to a significant
reduction in the statistical errors of both mass and magnification
measurements without any change in the analysis and modelling
techniques employed. For MACSJ0416, the four-fold increase in the
number of multiple-image systems identified in HST/ACS data low-
ered the uncertainty in the total mass and magnification by factors of
3 and 4, respectively, making the cluster mass distribution the most
tightly constrained yet. Fig. 2 summarizes our findings by showing
the resulting high-fidelity magnification map from our best-fitting
model, computed for a source at zS = 9, as well as the surface area
in the source plane, σµ, above a given magnification factor, which
is directly proportional to the unlensed comoving volume covered
at high redshift at this magnification. Wong et al. (2012) proposed
using the area above µ = 3 as a metric to quantify the efficiency
of the lensing configuration to magnify high-redshift galaxies. Our
model yields σµ(µ > 3) = 0.26 arcmin2 for MACSJ0416. Finally,
we also compare in Fig. 2 the relative magnification errors for our
best-fitting model and the pre-HFF model of Richard et al. (2014)

Owing to the discovery of 51 new multiple-image sets in the
HFF/ACS images of MACSJ 0416, the system’s mass map (whose
accuracy depends sensitively on the number of lensing constraints)
has now reached a precision of better than 1 per cent in the cluster
core, and the uncertainty in the median magnification has been
lowered to 4 per cent. The resulting high-precision magnification
map of this powerful cluster lens immediately and significantly
improves the constraints on the luminosity function of high-redshift
galaxies lensed by this system, thereby ushering in the HFF era of
lensing-aided precision studies of the distant Universe.
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• Abell 2744 dark matter substructure detected by lensing  (Grillo+ 14)
    



Early science (Abell 2744)

• triply imaged z~10 galaxy candidate  (Zitrin +14)
    

A candidate z ⇠ 10 multiply-imaged galaxy 3

(e.g. Franx et al. 1997; Frye et al. 2002; Stark et al. 2007;
Bradley et al. 2008; Bouwens et al. 2012; Zheng et al.
2012). However, due to the small source-plane area at
high redshifts, the chances of capturing a multiply im-
aged high-redshift galaxy are small, with only a few cur-
rently known (e.g. Franx et al. 1997; Kneib et al. 2004;
Richard et al. 2011; Zitrin et al. 2012; Bradley et al. 2013;
Monna et al. 2014; Atek et al. 2014; Zheng et al. 2014).
The highest-redshift candidate to date was detected to
be triply-imaged at z ⇠ 11 (Coe et al. 2012). While
the latter candidate seems secure in many aspects of its
photometric redshift including a scrutinizing comparison
with colors of possible lower-z interlopers, the lens mod-
els could not unambiguously determine its redshift. Sim-
ilarly, several other z ⇠ 9 � 11 objects are known from
deep fields (e.g. Ellis et al. 2013; Bouwens et al. 2011,
2014; Oesch et al. 2014, and references therein), with
redshifts estimated solely on basis of the photometry.
Here, we report a faint, geometrically supported can-

didate z ⇠ 10 galaxy, triply-imaged by the HFF cluster
Abell 2744 (A2744 hereafter). In §2 we summarize the
relevant observations and photometry. In §3 we present
the photometric redshifts, lens models, and results, dis-
cussed and summarized in §4. We assume a ⇤CDM cos-
mology with ⌦

M

= 0.3, ⌦
⇤

= 0.7, and H
0

= 100 h km
s�1Mpc�1 with h = 0.7.

2. HST & SPITZER OBSERVATIONS

HFF observations of A2744 (z = 0.308) were ob-
tained between 2013 Oct 25 and 2014 Jul 1 as part of
GO/DD 13495 (P.I., Lotz). These data consist of 70 or-
bits with WFC3/IR in the F105W, F125W, F140W,
and F160W near-infrared filters, and 70 orbits with
ACS/WFC in the F435W, F606W, and F814W optical
bandpasses. These observations were supplemented with
archival ACS data, ⇠ 13 � 16 ksec in each of these op-
tical filters, taken between 2009 Oct 27-30 (GO 11689,
P.I., Dupke). We also use one orbit imaging in each
of the F105W and F125W bands, and 1.5 orbits in the
F160W band, obtained in 2013 Aug and 2014 Jun-Jul
(GO 13386; P.I., Rodney).
A detailed description of our data reduction and pho-

tometry can be found in Zheng et al. (2014). Briefly,
both the WFC3/IR and ACS images are processed using
APLUS (Zheng 2012), an automated pipeline which orig-
inally grew out of the APSIS package (Blakeslee et al.
2003). We astrometrically align, resample, and combine
all the available imaging in each filter to a common 0.00065
pixel scale, and create ultra-deep detection images from
the inverse-variance weighted sum of the WFC3/IR and
ACS images, respectively. The 5� limiting magnitude in
a 0.004 diameter aperture in the final WFC3/IR images
is approximately ⇠ 29 AB, and ⇠ 30 AB in the ACS
optical mosaics.
Next, we run SExtractor (Bertin & Arnouts 1996)

in dual-image mode using the WFC3/IR image stack as
the detection image. We require sources to be detected
with a minimum signal-to-noise ratio of 1.5 spanning at
least four connected pixels. We measure colors using an
isophotal aperture defined in the detection image, which
balances the need between depth and photometric pre-
cision (Ferguson & McGaugh 1995). Finally, we identify
high-redshift galaxy candidates by looking for a strong
Lyman break using the color cuts given in Zheng et al.

Fig. 2.— Top: Loci of predicted positions for images A and B
using the Lam et al. (2014) model. Images A and B lie close to two
other pairs or multiply imaged galaxies at lower redshifts, systems
4 and 13, which also bracket the tangential critical curve (Fig. 1).
The blue track corresponds to the predicted image position of B
using the observed location of image A, and the green track is the
opposite case. The predictions are shown over a wide redshift range
2 < z < 12. High redshift is clearly preferred, explicitly z > 6, but
notice the predicted positions converge at high redshift because of
the saturation of the lensing-distance relation (so that a range of
high-redshift solutions is allowed). Low redshifts, however, are very
clearly excluded. Bottom: similar prediction pattern for image C
again showing the high-z preference.

(2014), supplemented by careful visual inspection. For
sources of interest lying near cluster members, such as
JD1B and JD1C here (see below), we first run the task
GALFIT (Peng et al. 2010) to remove the nearby mem-
bers, before running SExtractor. Similarly, for JD1A,
a nearby star was removed prior to the photometry (see
§3).
In addition to the HST observations, we also uti-

lize Spitzer/IRAC imaging of A2744 obtained as part
of Program 90257 (P.I., Soifer) between 2013 Sep and
2014 Feb, supplemented with archival imaging from 2004
(Program 84; P.I., Rieke). We process the IRAC Basic
Calibrated Data (cBCD) images using standard meth-
ods implemented in MOPEX (Makovoz & Khan 2005), and
create a final mosaic in each channel with a pixel scale
of 0.006. The total exposure time of the final mosaics is
⇠ 340 ksec, achieving a 1� limiting magnitude of 27.3 in
channel 1 (IRAC1, 3.6µm) and 27.1 in channel 2 (IRAC2,
4.5µm). More details on the IRAC photometry will be
given in Huang et al. (in preparation).

3. DISCOVERY OF THE z ⇠ 10 CANDIDATE

We initially identified our high-redshift galaxy candi-
date as a J-band dropout near the center of A2744 (here-
after JD1A). A preliminary estimate of JD1A’s photo-
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Fig. 3.— Image cutouts of the three multiple images of our z ⇠ 10 candidate, showing the vanishing flux blueward of the JF125W band.

tests we have carried out to check the fidelity of our
high-redshift candidate. First, we verify that all three
images of our candidate are also present in the publicly
distributed HFF image mosaics, which are independently
processed using the MosaicDrizzle pipeline (Koekemoer
et al. 2011).16 Second, we check the possibility that
JD1A may be an artifact of the nearby stellar di↵rac-
tion spike (see Figure 1, although we note that even by
eye JD1A is clearly o↵set from the di↵raction trail). We
select a comparably bright, isolated star elsewhere in the
F160W mosaic and use its cutout to subtract (after cen-
tering and rescaling) the star near JD1A. Because the
di↵raction spikes in the mosaic are all aligned, this pro-
cedure e↵ectively subtracts the o↵ending star and leaves
JD1A una↵ected, indicating that it is not an artifact
(note, the photometry for JD1A was performed on these
star-subtracted images). As an additional check, we also
inspect the archival WFC3/IR imaging of A2744 from
GO 13386 (P.I., Rodney), which is rotated by approx-
imately 9� relative to the HFF mosaics, and find that
both JD1A and JD1B are present (although only within
the noise level due to the shallowness of this imaging),
again suggesting these are not artifacts related to the
spikes. Finally, we verify that neither JD1A nor JD1B
are moving, foreground objects by creating custom mo-
saics from the first and second half of the individual
F160W exposures obtained as part of the HFF obser-
vations. JD1A and JD1B are both clearly detected in
both mosaics. Furthermore, subtracting the two mosaics
causes both sources to disappear, again indicating that
these are bona fide extragalactic sources.

16
http://www.stsci.edu/hst/campaigns/frontier-fields/

FF-Data

4. DISCUSSION & CONCLUSIONS

We report the discovery of a z ⇠ 10 Lyman-break
galaxy multiply imaged by the massive galaxy cluster
A2744, which has been observed to an unprecedented
depth with HST as part of the HFF campaign. This
candidate adds to just several other galaxies reported to
be at z ⇠ 9 � 11 (Bouwens et al. 2012; Coe et al. 2012;
Zheng et al. 2012, 2014; Oesch et al. 2014), and there-
fore provides important insight into galaxy formation at
the earliest epochs. Despite lack of spectroscopy for such
high-redshift objects, with a variety of well-constrained
lens models we are able to geometrically confirm that
this object must lie at high redshift.
To constrain the physical properties of our candi-

date, we fix the redshift at the most probable redshift,
z
phot

= 9.8, and use iSEDfit to construct a large suite
of model SEDs. After accounting for the individual mag-
nifications of each image (see Table 1), we find that JD1
has a stellar mass of ⇠ 4⇥107 M� and is forming stars at
approximately 0.3 M� yr�1, implying a doubling time17

of ⇠ 500 Myr, comparable to the age of the Universe
at z = 9.8. Using the two brightest sources (JD1A and
JD1B), we are also able to constrain the SFR-weighted
age to < 220 Myr (95% confidence), implying a forma-
tion redshift of z

f

< 15.
To examine the intrinsic size of the galaxy we focus

on JD1A. We measure an approximate half-light radius
of ⇠ 0.100 in the image plane, corresponding to a de-
lensed half-light radius of . 0.0300 (. 0.13 kpc). This
source size is several times smaller than expected fol-
lowing recent z ⇠ 9 � 10 candidates uncovered in deep

17 The time it would take for the galaxy to double its stellar
mass, assuming a 25% gas loss factor appropriate for a ⇠ 200 Myr
stellar population (Behroozi et al. 2013).

A candidate z ⇠ 10 multiply-imaged galaxy 3

(e.g. Franx et al. 1997; Frye et al. 2002; Stark et al. 2007;
Bradley et al. 2008; Bouwens et al. 2012; Zheng et al.
2012). However, due to the small source-plane area at
high redshifts, the chances of capturing a multiply im-
aged high-redshift galaxy are small, with only a few cur-
rently known (e.g. Franx et al. 1997; Kneib et al. 2004;
Richard et al. 2011; Zitrin et al. 2012; Bradley et al. 2013;
Monna et al. 2014; Atek et al. 2014; Zheng et al. 2014).
The highest-redshift candidate to date was detected to
be triply-imaged at z ⇠ 11 (Coe et al. 2012). While
the latter candidate seems secure in many aspects of its
photometric redshift including a scrutinizing comparison
with colors of possible lower-z interlopers, the lens mod-
els could not unambiguously determine its redshift. Sim-
ilarly, several other z ⇠ 9 � 11 objects are known from
deep fields (e.g. Ellis et al. 2013; Bouwens et al. 2011,
2014; Oesch et al. 2014, and references therein), with
redshifts estimated solely on basis of the photometry.
Here, we report a faint, geometrically supported can-

didate z ⇠ 10 galaxy, triply-imaged by the HFF cluster
Abell 2744 (A2744 hereafter). In §2 we summarize the
relevant observations and photometry. In §3 we present
the photometric redshifts, lens models, and results, dis-
cussed and summarized in §4. We assume a ⇤CDM cos-
mology with ⌦

M

= 0.3, ⌦
⇤

= 0.7, and H
0

= 100 h km
s�1Mpc�1 with h = 0.7.

2. HST & SPITZER OBSERVATIONS

HFF observations of A2744 (z = 0.308) were ob-
tained between 2013 Oct 25 and 2014 Jul 1 as part of
GO/DD 13495 (P.I., Lotz). These data consist of 70 or-
bits with WFC3/IR in the F105W, F125W, F140W,
and F160W near-infrared filters, and 70 orbits with
ACS/WFC in the F435W, F606W, and F814W optical
bandpasses. These observations were supplemented with
archival ACS data, ⇠ 13 � 16 ksec in each of these op-
tical filters, taken between 2009 Oct 27-30 (GO 11689,
P.I., Dupke). We also use one orbit imaging in each
of the F105W and F125W bands, and 1.5 orbits in the
F160W band, obtained in 2013 Aug and 2014 Jun-Jul
(GO 13386; P.I., Rodney).
A detailed description of our data reduction and pho-

tometry can be found in Zheng et al. (2014). Briefly,
both the WFC3/IR and ACS images are processed using
APLUS (Zheng 2012), an automated pipeline which orig-
inally grew out of the APSIS package (Blakeslee et al.
2003). We astrometrically align, resample, and combine
all the available imaging in each filter to a common 0.00065
pixel scale, and create ultra-deep detection images from
the inverse-variance weighted sum of the WFC3/IR and
ACS images, respectively. The 5� limiting magnitude in
a 0.004 diameter aperture in the final WFC3/IR images
is approximately ⇠ 29 AB, and ⇠ 30 AB in the ACS
optical mosaics.
Next, we run SExtractor (Bertin & Arnouts 1996)

in dual-image mode using the WFC3/IR image stack as
the detection image. We require sources to be detected
with a minimum signal-to-noise ratio of 1.5 spanning at
least four connected pixels. We measure colors using an
isophotal aperture defined in the detection image, which
balances the need between depth and photometric pre-
cision (Ferguson & McGaugh 1995). Finally, we identify
high-redshift galaxy candidates by looking for a strong
Lyman break using the color cuts given in Zheng et al.

Fig. 2.— Top: Loci of predicted positions for images A and B
using the Lam et al. (2014) model. Images A and B lie close to two
other pairs or multiply imaged galaxies at lower redshifts, systems
4 and 13, which also bracket the tangential critical curve (Fig. 1).
The blue track corresponds to the predicted image position of B
using the observed location of image A, and the green track is the
opposite case. The predictions are shown over a wide redshift range
2 < z < 12. High redshift is clearly preferred, explicitly z > 6, but
notice the predicted positions converge at high redshift because of
the saturation of the lensing-distance relation (so that a range of
high-redshift solutions is allowed). Low redshifts, however, are very
clearly excluded. Bottom: similar prediction pattern for image C
again showing the high-z preference.

(2014), supplemented by careful visual inspection. For
sources of interest lying near cluster members, such as
JD1B and JD1C here (see below), we first run the task
GALFIT (Peng et al. 2010) to remove the nearby mem-
bers, before running SExtractor. Similarly, for JD1A,
a nearby star was removed prior to the photometry (see
§3).
In addition to the HST observations, we also uti-

lize Spitzer/IRAC imaging of A2744 obtained as part
of Program 90257 (P.I., Soifer) between 2013 Sep and
2014 Feb, supplemented with archival imaging from 2004
(Program 84; P.I., Rieke). We process the IRAC Basic
Calibrated Data (cBCD) images using standard meth-
ods implemented in MOPEX (Makovoz & Khan 2005), and
create a final mosaic in each channel with a pixel scale
of 0.006. The total exposure time of the final mosaics is
⇠ 340 ksec, achieving a 1� limiting magnitude of 27.3 in
channel 1 (IRAC1, 3.6µm) and 27.1 in channel 2 (IRAC2,
4.5µm). More details on the IRAC photometry will be
given in Huang et al. (in preparation).

3. DISCOVERY OF THE z ⇠ 10 CANDIDATE

We initially identified our high-redshift galaxy candi-
date as a J-band dropout near the center of A2744 (here-
after JD1A). A preliminary estimate of JD1A’s photo-
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Fig. 1. Postage stamps of the Y105-dropout discussed in this letter. The size of each HST stamp is 2”x2” ( 7”x7” for the IRAC channels) and the
position of the target is displayed by a red circle of 0.4” (ACS and WFC3) and 1.4” (IRAC) radius. We show also the mean stacked optical image
computed using the 3 ACS bands.

Table 2. Photometry of the z ⇠8 galaxy candidate

Filter F105W F125W F140W F160W 3.6µm 4.5µm

Abell2744_Y1 27.50 26.32 26.26 26.25 >25.48a 25.16
±0.08 ±0.04 ±0.03 ±0.04 ±0.16

Notes. Informations given in this table : Kron-like aperture corrected
photometry . Error bars are computed using noise measured in empty
apertures around the object.
a 3� limit at the position of our candidate

similar to other high-redshift IRAC studies (e.g., F13). Then,
we measured the photometry on residual (contamination-free)
image in a 1.4” radius aperture. At 3.6µm, the source is not de-
tected neither in original nor in residual images. If we consider
the 4.5µm detection and the 3.6µm 3 sigma limit, the flux ratio
is larger than ⇡1.3.

4. Physical properties

4.1. Photometric redshift

Photometric redshifts were computed with a new version (v12.2)
of the public code Hyperz (New�Hyperz6), originally devel-
opped by Bolzonella et al. (2000). The method consists on fitting
the SED by a library of 14 templates: 8 evolutionary synthetic
SEDs extracted from Bruzual & Charlot (2003), with Chabrier
IMF (Chabrier 2003) and solar metallicity ; a set of 4 empirical
SEDs compiled by Coleman et al. (1980), and 2 starburst galax-
ies from the Kinney et al. (1996) library. In case of non-detection
in a given band, the flux in this band was set to zero, with an error
bar corresponding to the limiting flux.

The best SED-fit is found at z ⇠7.98 (�2
red=0.17), with 1�

confidence interval ranging from z ⇠7.5 to 8.2. We also fitted the
SED assuming a low-redshift solution, with z ranging from 0.0
to 3.0. In that configuration the best SED-fit is found at z ⇠1.92
(�2=1.17 - 1� : 1.7 - 2.1). This z ⇠8 candidate has a SED re-
markably similar to the F13 z ⇠7.51 galaxy where a strong break
is observed in the IRAC data. For these two galaxies, the excess
of flux observed at 4.5µm could be explained by contamination
due to strong H�+[OIII] lines. For the SED fit shown in Fig.2 ob-
tained assuming 1/50 solar metallicity and imposing an age prior
of >50 Myr, the [OIII]5007, H� restframe equivalent widths are
600 and 190 Å , respectively, which are compatible with the val-
ues derived by Smit et al. (2013) from the photometry of seven
z ⇠ 6.6-7 LBGs. At this stage and even if the high-redshift solu-
tion seems more likely and the low-z solution disfavored by the
SED-fitting work, it appears di�cult to conclude definitively on
the nature of this source. The arrival of new IRAC data in 2014
will improve the SNR at 3.6µm and help to better understand the
nature of this object.

6 http://userpages.irap.omp.eu/⇠rpello/newhyperz/

Fig. 2. Fit of the z ⇠8 galaxy candidate SED at high (black line) and
low-redshift (magenta line). ACS upper limits are shown at 1� and
IRAC non-detection is plotted at 3�. The high-z SED fit shown here
is for 1/50 solar metallicity, imposing an age prior of > 50 Myr. The
high-redshift solution shows an excess at 4.5µm due to [OIII] and H�
emission lines as already observed in the z ⇠7.51 galaxy published in
F13. P(z) and �2(z) are also plotted.

4.2. Magnification

One of the interest of using lensing by galaxy clusters to search
for very high-redshift galaxies is the magnification by the cluster
lens. However this object is relatively far from the cluster core.
We estimated an amplification factor of µ=1.49±0.02 using the
public lensing model provided by the CATS group (Richard et
al., in prep), in the framework of the Frontier Fields. This factor
is consistent with those found using other lensing models pro-
duced by Merten (µ=1.50), Sharon (µ=1.91), Williams (µ=1.16)
and Zitrin (µ=1.33-2.11), confirming a moderate amplification
regime for that object.

4.3. Star Formation Rate, Mass and Size

In this section, the SFRs, mass and luminosities are corrected for
magnification, and are derived assuming a Salpeter IMF from
0.1–100 M�. Overall the quantities derived from SED fits are
fairly uncertain, since they depend on assumptions on the metal-
licity and degeneracies in age–extinction. We therefore only give
indicative values for these quantities.

With an absolute UV magnitude M1500 = -20.5 the star for-
mation rate is SFR ⇡ 8 M�.yr�1 using the standard Kennicutt
(1998) relation, and without correcting for attenuation by dust.
Standard SED fits with solar metallicity models and neglecting
nebular emission yield SFR ⇠ 10 M�.yr�1 for a AV=0.15. When
nebular emission is included, following the models of Schaerer
& de Barros (2009,2010) the best fits yield SFR ⇠ 8–60 M�.yr�1,
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Fig. 1. Postage stamps of the Y105-dropout. The size of each HST stamp is 2”x2” (7”x7” for the IRAC channels) and the position of the target
is displayed by a red circle of 0.4” (ACS and WFC3) and 1.4” (IRAC) radius. We also show the mean stacked optical image computed using the
three ACS bands.

Table 2. Photometry of the z ⇠8 galaxy candidate

Filter F105W F125W F140W F160W 3.6µm 4.5µm

Abell2744_Y1 27.50 26.32 26.26 26.25 >25.48a 25.16
±0.08 ±0.04 ±0.03 ±0.04 ±0.16

Notes. Kron-like aperture corrected photometry . Error bars are com-
puted using noise measured in empty apertures around the object.
a 3� limit at the position of our candidate.

our object in a manner similar to other high-redshift IRAC stud-
ies (e.g., F13). Then, we measured the photometry in a residual
(contamination-free) image in a 1.4” radius aperture. At 3.6µm,
the source is un-detected in original and in residual images. If
we consider the 4.5µm detection and the 3.6µm 3 sigma limit,
the flux ratio is higher than ⇡1.3.

4. Physical properties

4.1. Photometric redshift

Photometric redshifts were computed with a new version (v12.2)
of the public code Hyperz (New�Hyperz6), originally devel-
opped by Bolzonella et al. (2000). The method consists of fit-
ting the Spectral Energy Distribution (SED) with a library of 14
templates: 8 evolutionary synthetic SEDs extracted from Bruzual
& Charlot (2003), with Chabrier IMF (Chabrier 2003) and so-
lar metallicity ; a set of 4 empirical SEDs compiled by Cole-
man et al. (1980), and 2 starburst galaxies from the Kinney et al.
(1996) library. In case of non-detection in a given band, the flux
in this band was set to zero, with an error bar corresponding to
the limiting flux.

The best SED-fit is found at z ⇠7.98 (�2
red=0.17), with 1�

confidence interval ranging from z ⇠7.5 to 8.2. We also fitted the
SED assuming a low-redshift solution, with z ranging from 0.0
to 3.0. In that configuration the best SED-fit is found at z ⇠1.92
(�2=1.17 - 1� : 1.7 - 2.1). This z ⇠8 candidate has an SED re-
markably similar to the F13 z ⇠7.51 galaxy where a strong break
is observed in the IRAC data. For these two galaxies, the excess
of flux observed at 4.5µm might be explained by contamination
from strong H�+[OIII] lines. For the SED fit shown in Fig.2 ob-
tained assuming 1/50 solar metallicity and imposing an age prior
of >50 Myr, the [OIII]5007, H� restframe equivalent widths are
600 and 190 Å , respectively, which are compatible with the val-
ues derived by Smit et al. (2013) from the photometry of seven
z ⇠ 6.6-7 Lyman Break Galaxies (LBG). At this stage and even
if the high-redshift solution seems more likely and the low-z so-
lution disfavored by the SED-fitting, it appears di�cult to con-
clude on the nature of this source. The arrival of new IRAC data
in 2014 will improve the signal to noise ratio at 3.6µm and help
to better understand the nature of this object.

6 http://userpages.irap.omp.eu/⇠rpello/newhyperz/

Fig. 2. Fit of the z ⇠8 galaxy candidate SED at high- (black line) and
low-redshift (magenta line). ACS upper limits are shown at 1� and the
IRAC non-detection is plotted at 3�. The high-z SED fit shown here
is for 1/50 solar metallicity, imposing an age prior of > 50 Myr. The
high-redshift solution shows an excess at 4.5µm due to [OIII] and H�
emission lines, as already observed in the z ⇠7.51 galaxy published in
F13. P(z) and �2(z) are also plotted.

4.2. Magnification

Part of the interest in using lensing by galaxy clusters to search
for very high-redshift galaxies is the magnification by the cluster
lens. However, this object is relatively far from the cluster core.
We estimated an amplification factor of µ=1.49±0.02 using the
public lensing model provided by the CATS group (Richard et
al., in prep) in the framework of the Frontier Fields. This factor
is consistent with those found using other lensing models pro-
duced by Merten (µ=1.50), Sharon (µ=1.91), Williams (µ=1.16),
and Zitrin (µ=1.33-2.11), confirming a moderate amplification
regime for this object.

4.3. Star formation rate, mass and size

In this section, the Star Formation Rates (SFR), mass and lumi-
nosities are corrected for magnification, and are derived assum-
ing a Salpeter IMF from 0.1–100 M�. Overall, the quantities de-
rived from SED fits are fairly uncertain, since they depend on as-
sumptions on the metallicity and degeneracies in age–extinction.
We therefore only give indicative values for these quantities.

With an absolute UV magnitude M1500 = -20.5 the star for-
mation rate is SFR ⇡ 8 M�.yr�1 using the standard Kennicutt
(1998) relation, and without correcting for attenuation by dust.
Standard SED fits with solar metallicity models and neglect-
ing nebular emission yield SFR ⇠ 10 M�.yr�1 for a AV=0.15.
When nebular emission is included, following the models of
Schaerer & de Barros (2009, 2010), the best fits yield SFR ⇠ 8–

Article number, page 3 of 4

  IRAC 4.5 micron detection
  ⇒
  strong optical emission lines
  at z~8.0 

Laporte et al. 2014



Early science (high-z galaxies)

54+ z~5-10 objects detected in Abell 2744 + parallel, 
including 3 with magnifications >10  

(Ishigaki; Atek; Zheng; Coe; Laporte;  Zitrin; Oesch)  

deficit of z~9 objects ?

Fiant Galaxies at z ∼ 5− 10 in HFF 17

Figure 15. Number counts, histograms, and luminosity func-
tions of z ∼ 6 − 7 dropouts. Top panel: Our observed num-
ber counts (red circles) and the simulated number counts of the
best-fit Schechter parameters (black line) with the 1σ uncertain-
ties (gray region). Middle panel: The histograms of the numbers
of dropouts found in our HFF study (red) and the previous work,
Schenker et al. (2013) (yellow), Bouwens et al. (2011) (blue) and
Ouchi et al. (2009) (green). Bottom panel: Our best-fit luminosity
function (black line) and the 1σ error (gray region). The blue and
green circles denote luminosity functions derived by Bouwens et al.
(2011) and Ouchi et al. (2009), respectively.

Figure 16. Same as Figure 15, but for z ∼ 8. We show the results
of Bradley et al. (2012) with the green histogram and circles in the
middle and bottom panels, respectively.

Figure 17. Same as Figure 15, but for z ∼ 9. The yellow his-
togram shows the number of dropouts found in Bouwens et al.
(2012). The blue histogram and circles are the numbers and lumi-
nosity functions, respectively, obtained by Oesch et al. (2013).

McLure et al. 2013), z ∼ 9.2 (Bouwens et al. 2012), and
z ∼ 10.4 (Bouwens et al. 2014). The top and bottom left
panels of Figure 18 present the ρUV as a function of red-
shift under the assumptions of Mtrunc = −17 and −10,
respectively. We confirm that our ρUV at z ∼ 6 − 9 are
broadly consistent with the previous results, and that
there is a rapid decrease of ρUV from z ∼ 8 towards
high redshifts, which is claimed by Oesch et al. (2013)
and Bouwens et al. (2014). With the improved measure-
ments of ρUV in our study, this trend of the rapid de-
crease is strengthened.

6.2. Properties of the Ionizing Sources Revealed from
the ρUV and τe Measurements

The evolution of the ionized hydrogen fraction in the
IGM, QHII , is described by the following ionization equa-
tion (e.g., Robertson et al. 2013),

Q̇HII =
ṅion

〈nH〉
−

QHII

trec
, (27)

where the dots denote time derivatives.
The first term in the right-hand side of Equation (27) is

a source term proportional to the ionizing photon emis-
sivity. ṅion and 〈nH〉 are the production rate of ionizing
photons and the mean hydrogen number density, respec-
tively. They are defined by

ṅion=

∫ Mtrunc

−∞

fesc(MUV)ξion(MUV)Φ(MUV)L(MUV)dMUV

≡〈fescξion〉 ρUV, (28)

〈nH〉=
XpΩbρc
mH

. (29)

Xp is the primordial mass fraction of hydrogen, ρc is
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standard Source Detection in Cluster highly incomplete (Oesch et al.2014) 

⇒ need to subtract large-scale “foreground” (cluster + ICL)
 + identify small-scale structures  

cluster dwarfs/GC? -13 mag
lensed galaxies?
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GLASS: Schmidt et al. 2014

W. Karman et al.: High-z galaxies lensed by AS1063

Fig. 2. Snapshot of our MUSE pointing towards Abell S1063. Left: A slice of reduced MUSE data cube centered at 7250 Å with �� = 1.25 Å.
Right: Zoom-ins of the four regions with LAEs marked on the left panel, where the wavelength is centered at the peak of Ly↵ for galaxies 52a,c
51a,b, 48a,b, and 49 in panels A, B, C, and D, respectively. In zoom-in A, we placed a circle around the weak additional detection of the quintiply
lensed galaxy at z = 6.107.

for detailed spatial profiles of the galaxies, and is only limited by
seeing until adaptive optics becomes available.

We observed the cluster Abell S1063 with a pointing cen-
tered at ↵ =22:48:42.217, � =-44:32:16.850, see Fig. 1. We set
the position angle to 41� in order to cover the area with max-
imum magnification according to the CLASH lensing models
distributed for the Frontier Fields. Further, this position angle
and centre maximises the number of high-redshift candidates
and lensed objects as obtained from Monna et al. (2014) and
the CLASH Image Pipeline.

Our MUSE observations were carried out as part of the Sci-
ence Verification phase of MUSE in the nights of June 25th 2014
(2⇥1420 s) and June 29th 2014 (6⇥1420 s). The 1 hour of obser-
vations on the 25th were carried out with a seeing of 100, while
the 3 hours of observations on the 29th had a seeing of 1.100. We
applied a dither pattern consisting of a positional o↵set and a ro-
tation in our observation strategy to better remove cosmic rays
and to obtain a better noise map. The positional o↵set consisted
of a shift of the center by 0.4-0.800, so that every exposure had
a slightly di↵erent center. Further, we rotated every exposure by
90�, resulting in two exposures for every position angle.

2.1. Data reduction

We reduced the raw data using the MUSE Data Reduction Soft-
ware version 0.18.2, which contains all standard reduction pro-
cedures. We show a slice of the resulting datacube in Fig. 2. The
pipeline subtracts the bias, applies a flatfielding and calibrates
the wavelength by using more than 70 arc lamp lines distributed
over the whole wavelength range. The wavelength solution is
further recalibrated using the atmospheric sky lines in the sci-
ence exposures. We checked the wavelength and tracing solu-
tions for every IFU and slice, and verified that the residuals were
typically < 0.15 Å. For two out of the eight exposures, we re-
moved one slice from one IFU (1500⇥0.200spatially) as the detec-

tor does not work well here for temperatures below 7 degrees
Celsius, and the tracing and flatfielding recipes fail. This is con-
sistent with findings of preliminary MUSE testing (E. Valenti,
private communication). As a last step, the pipeline calibrates
the flux in the exposures using a standard star, and combines all
exposures into one three-dimensional datacube, where di↵eren-
tial atmospheric di↵raction is taken into account. Although the
pipeline corrects the data for a small number of telluric lines,
many atmospheric lines are still present in the data. We masked
the strongest lines in the data manually, but kept the weaker ones,
as the data at these wavelengths can still provide useful informa-
tion when observing emission lines.

To remove cosmic rays from the data, we applied the python
routine of LA Cosmic (van Dokkum 2001) to the raw science
data frames, in addition to the cosmic ray removal available in
the pipeline. Because the sky is not completely removed from
the datacube, we created a mask consisting of eleven regions
free of sources, and subtracted the mean of these regions at each
wavelength. We identified sources from this sky-subtracted dat-
acube, and used the Common Astronomical Software Applica-
tion (CASA) package1 to collapse the data in the spatial di-
rections within a fitted ellipse and extract 1D spectra. The as-
trometry was assigned using the distributed astrometry table. To
test the positional accuracy, we used the HST images for Abell
S1063 as reference. We created three narrowband images with
the MUSE observations using the pipeline, and ran sextractor
(Bertin & Arnouts 1996) on both sets of images. We found a me-
dian positional accuracy of 0.1200 for MUSE compared to HST.

Fumagalli et al. (2014) found that they needed to rescale the
illumination in every slice to properly reduce the data. Further
they manually created a sky model to subtract from the interme-
diately produced so-called pixtables to improve the signal. We
developed python routines to perform similar steps in our data

1 http://casa.nrao.edu
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Figure 1. Top panel shows a color composite image of MACSJ0717.5+3745 based on the CLASH (Postman et al. 2012) HST data. The blue, green, and red channels
are composed by the filters on the right. The magenta squares show the FOV of the GLASS pointings presented in this Letter. The bottom panels show the GLASS
G102 (left) and G141 (right) grism images of MACSJ0717.5+3745. The location of the dropout candidates and the multiple imaged sources from Table 1 are indicated
by the green (top panel) and blue (bottom panels) circles.
(A color version of this figure is available in the online journal.)

Medezinski et al. 2013, for additional models of the cluster)
that lie within the GLASS FOV and do not have complete
sets of redshifts from the literature. For sets 3, 4, 12, and
14 as defined by Limousin et al. (2012), we detect the same

emission lines from each image (see Table 1), thus confirming
the lensing hypothesis. The postage stamp images and two-
dimensional spectra of the four systems are shown in Figures 2
and 3. Contaminating spectra from nearby objects have been

3
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Spock-SE!
Aug 2014 IR flare!
  μ ~ 20  [5,60] 
  MI ~ -14.4  [-13, -16] 
  R - I ~ 0.4 
  !  < 1 wk rest-frame

Spock-NW!
Jan 2014  optical flare!
    μ ~ 30  [5,1100] 
   MB ~ -14.3  [-10, -16] 
   U - B ~ 0.5 
   !  ~  2.5 days rest-frame

Host Galaxy :   
photoz = 1.00 +- 0.02  
triply-imaged by MACSJ0416

Zitrin-NFW

Bradac

μ >1000

Early science (transients)

Rodney et al. in prep



the history of deep fields



JWST Deep Field Science
NIRCam imaging-

use broadband imaging to
detect Balmer break at z~10!

  5σ  29th ABmag F150w ~ 2 hrs
  (vs.  15 hrs HST WFC3/IR F160W)

  5σ  30.5th ABmag F150w ~ 15 hrs
  (HFF exptime -> UDF depths)

  5σ  31.2th ABmag F150w ~ 70 hrs
  (UDF exptime -> 1.2 mag deeper)

http://jwstetc.stsci.edu/etc/

simulated JWST NIRCam deepfield - G. Snyder, Ilustris team 

Detection of z~8-14 Lyman break galaxies
requires deep -blue- imaging

z~8 = F070W dropout

z~9-10 = F090W dropout

z~11-14 = F115W dropout

http://jwstetc.stsci.edu/etc/
http://jwstetc.stsci.edu/etc/


lensing clusters with JWST?

NIRCam -

  5σ  29th ABmag F150w ~ 2 hrs
   -> 30-31 ABmag intrinsic

  5σ  30.5th ABmag F150w ~ 15 hrs
   -> 31.5- 32.5 ABmag intrinsic

  5σ  31.2th ABmag F150w ~ 70 hrs
    -> 32.2 - 33.2 ABmag intrinsic 

to observe MUV ~ -15 galaxies 
responsible for re-ionization; 

need depths ~ 32 ABmag intrinsic
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Figure 5. The luminosity function of star-forming galaxies at z ∼ 8 from the
Y105-drop sample. The black points were determined using the UDF12 data
set and other HST data mentioned in this work. The red points denote data
from the Bradley et al. (2012) analysis of the BoRG fields that increase the
range in luminosity. The black line defines the maximum likelihood Schechter
luminosity function and the shaded light gray region denotes the 68% confidence
interval The shaded dark gray region includes the error contribution from cosmic
variance. The green line denotes our fit when removing the BoRG data points;
we note that our fit to the faint end slope is remarkably insensitive to their
inclusion/exclusion. The green dashed line denotes the fit of McLure et al.
(2013).
(A color version of this figure is available in the online journal.)

each field are multiplied. To improve constraints at the bright
end at z ∼ 7, when fitting we also include data from the ground-
based surveys of Ouchi et al. (2009), Castellano et al. (2010),
and Bowler et al. (2012). Incorporating the wide-area ground-
based constraints is critical as even our wide-area HST data only
detects sources dimmer than MUV ∼ −21.0, or approximately
1 mag brighter than M∗

UV at this redshift. As pointed out in
Robertson (2010a), Bouwens et al. (2011), and Bradley et al.
(2012), there remains a large degeneracy between M∗

UV and the
faint end slope, α, without sufficient data at the bright end. These
additional data are incorporated using the published data points
and errors through a χ2 likelihood, assuming the reported errors
are Gaussian. The maximum likelihood Schechter function
parameters are determined using MultiNest to conduct Bayesian
inference.

The Schechter function fit results for redshift z ∼ 7 are
shown in Figure 4 and for z ∼ 8 in Figure 5, with the
maximum likelihood models shown as a black line. At z ∼ 7,
the best fit Schechter function parameters are log10 φ$ =
−3.19+0.27

−0.24 log10 Mpc−3 mag−1, MUV,$ = −20.14 ± 0.4, and
αz ∼ 7 = −1.87+0.18

−0.17. The uncertainty range for each parameter
reflects the smallest interval in each marginalized distribution
to encompass 68% of the posterior probability. At z ∼ 8,
the best fit Schechter function parameters are log10 φ$ =
−3.50+0.35

−0.32 log10 Mpc−3 mag−1, MUV,$ = −20.44+0.5
−0.4, and

αz ∼ 8 = −1.94+0.21
−0.24. In Figures 4 and 5, the light gray shaded

regions denote the inner 68% of the marginalized posterior
distribution in galaxy abundance at each magnitude. The dark
gray regions in each plot represent the 68% marginalized

confidence intervals including potential error contributions from
cosmic variance, discussed in Section 4.2.3.

At z ∼ 8, we also include a Schechter function fit excluding
the Bradley et al. (2012) BoRG data, denoted by the dotted
black line. The best fit parameters are log10 φ$ = −3.47 ±
0.39, log10 Mpc−3 mag−1, MUV,$ = −20.45±0.50, and αz ∼ 8 =
−1.87 ± 0.25. This results in nearly identical values for φ$ and
MUV,$, with a slightly shallower faint end slope and marginally
larger error bars compared to the fit with the data included. Thus,
even without the wide-area data, we still find strong evidence
for a steep value of α.

We caution the reader against an over-interpretation of the
faintest bins in our Luminosity functions. Although heating
of the intergalactic medium during reionization is expected to
suppress the formation of dwarf galaxies below a characteristic
halo mass (e.g., Wyithe & Loeb 2006; Muñoz & Loeb 2011),
the density determinations of φk in our faintest bins are very
sensitive both to upscattering of sources below the limit and
completeness corrections. This is largely a result of being in
a regime where the effective volume is rapidly changing as
a function of magnitude. For example, simply dividing the
number of observed sources, after correcting for the expected
contamination, in our faintest z ∼ 7 bin by the effective volume
yields log10 φk ∼ −2.3, which is much more in line with our best
fit Schechter function parameters. Though we have made our
best effort to quantify and account for corrections arising from
finite size, scattering, and contamination, the situation remains
difficult at the faintest reaches of the survey.

4.2.3. Cosmic Variance

Although we have not included the effects of cosmic variance
in any of the parameter estimates given above, it nonetheless is
useful to obtain some indication of its effect. To first order,
cosmic variance is unlikely to have a major effect on one of
the primary goals of this paper, namely an estimate of the faint
end slope at z ∼ 7–8. In the following, we therefore give an
approximate calculation of the effective variance arising from
large scale structure.

Density fluctuations owing to large scale modes can cause
variations in the observed galaxy abundance beyond uncer-
tainties arising from number counting statistics. Following
Robertson (2010a), by using our best fit luminosity functions
at z ∼ 7–8, we can characterize these cosmic variance uncer-
tainties for each field in our sample. We use the linear power
spectrum calculated with the Eisenstein & Hu (1998) transfer
function, conservatively assuming root-mean-squared density
fluctuations in volumes of radius 8 h−1 Mpc of σ8 = 0.9 at
z = 0, to estimate the typical root-mean-squared density fluctu-
ations in our survey fields at the redshifts of interest. To estimate
the clustering bias of galaxies at these redshifts, we simply match
the abundance of galaxies from our luminosity functions with
the abundance of dark matter halos provided by the Tinker et al.
(2008) halo mass function, and then assign the clustering bias
of the halos to the galaxies assuming the bias function of Tinker
et al. (2010). For the UDF, to our limiting magnitude we find
that the typical cosmic variance (the fractional uncertainty in
the total galaxy number counts owing to large scale structure)
is σCV ≈ 0.30 at z ∼ 7 and σCV ≈ 0.36 at z ∼ 8. The typical
bias for galaxies in the UDF is b ≈ 5.0 at z ∼ 7 and b ≈ 6.2 at
z ∼ 8. For UDF-P1, we find that the typical cosmic variance is
σCV ≈ 0.33 at z ∼ 7 and σCV ≈ 0.38 at z ∼ 8. The typical bias
for galaxies in the UDF-P1 is b ≈ 5.4 at z ∼ 7 and b ≈ 6.6 at
z ∼ 8. For UDF-P2, we find that the typical cosmic variance is
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