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ABSTRACT

Observations show substantial variations of the intensityof tropical and/or summertime deep convection on
land that are not explained by standard measures of convective instability. One feature that distinguishes land
surfaces is their heterogeneity. The possible importance of this is investigated here by calculating the response
of a nonrotating atmosphere to localized, transient surface heating using both the linearized equations of motion
and a cloud-resolving configuration of the WRF (Weather Research and Forecasting) numerical model with moist
physics, each in 2D.

Both models predict that the depth of the resulting surface heat low near storm center will be greatest for a
particular horizontal scale of heating. The linear model reveals that this is a resonant scale determined by the
product of the environmental buoyancy frequency, characteristic heating time scale, and thickness of the thermal
boundary layer, the resonance occurring when the aspect ratio of the applied heating matches the ratio of vertical
and horizontal wavenumbers demanded by the dispersion relation for buoyancy (gravity) waves. For realistic
conditions the resonant horizontal scale is roughly 50 km. The numerical model indicates that other measures of
convective intensity, such as updraft speed and storm height, are largely controlled by the depth of the heat low,
despite the presence of conditional instability and the vigorous growth of moist convective plumes. Predictions
here agree with reported observations of storm severity over islands of different sizes. These findings may help
explain why observed geographical variations in storm intensity defy parcel theory, and indicate that phenomena
often attributed to parcel entrainment may instead be due largely to storm-scale dynamical constraints.

——————–

1. Introduction

Peak convective cloud top heights, and other measures
of convective intensity, vary markedly from region to region
(e.g., Zipser et al. 2006). Such variations are traditionally
ascribed to variations in deep moist instability (i.e., Convec-
tive Available Potential Energy, CAPE), which determines
the amount of potential energy available for conversion to
updraft kinetic energy. While CAPE undoubtedly favors
stronger convection, all other things being equal, it is clear
from previous work that much of the observed variation, es-
pecially in the Tropics, cannot be explained by CAPE. For
example, updrafts in continental storms are sometimes an or-
der of magnitude faster than those in maritime storms, while
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typical land-ocean CAPE differences are unimpressive (e.g.,
Jorgensen and Lemone 1989; Zipser and Lutz 1994). A re-
cent study by Sherwood et al. (2004) found that Florida area
cumulus heights responded roughly as expected to day-to-
day changes in CAPE but that diurnal and regional varia-
tions, which were at least as large, had nothing to do with
CAPE (due in part to well-known mesoscale dynamical ef-
fects). Thus, while CAPE or other indices of moist instabil-
ity may be useful predictors for regional forecasters, other
important and regionally variable factors are clearly at work.

Several possibilities have previously been suggested. Mid-
level moisture has been shown by many studies to affect
convective development, and was found by Sherwood et al.
(2004) to have a strong influence on convective penetration
that could not be explained by parcel theory for any entrain-
ment rate. It has been suggested that a deeper mixed layer
over continents will lead to broader updrafts with less en-
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trainment (McCaul and Cohen 2002; Zipser 2003). Surface
roughness, elevated terrain, and aerosol indirect effectsmay
also enhance the strength of continental convection (Ekman
et al. 2004; Souza et al. 2000).

Interest in this problem has been further aroused by the
dramatic confirmation by recent satellite observations (Chris-
tian et al. 2003) of early findings that lightning is an order
of magnitude more likely to occur over land than it is over
ocean (Orville and Henderson 1986). As lightning produc-
tion is thought to be controlled mainly by the strength of ver-
tical updrafts, resolving why the latter are so much stronger
over land may largely explain the land-sea lightning contrast.
Williams et al. (2004) documented a transition size range for
islands over which there was a significant increase in storm
electrification. The transition from maritime to continental
lightning characteristics occurred for islands with areasbe-
tween about 100km2 and 1000km2. The explanation given
for this transition was based on a kinematic argument involv-
ing the amount of heated air available for driving the storm.
Our study provides an alternative explanation for their find-
ings, and identifies a new factor contributing to the observed
vigor of land-based storms.

It is well known that surface temperature and moisture
heterogeneity (induced for example by water bodies having
high heat capacities surrounded by land) can significantly af-
fect the organization and height of shallow convective layers
(e.g., Avissar and Liu 1996; Roy and Avissar 2000; Roy et al.
2003). Based on numerical simulations with sinusoidally
forced surface temperature variations, these authors reported
that for forcing wavelengths of 5-10km, circulations of a
similar size form in the boundary layer. If the heating width
was higher, say 20 km, two types of rolls formed: (i) cir-
culations of similar size to the heating width, and (ii) turbu-
lent eddies a few km in width. They suggested that these
are the result respectively of the horizontal pressure gradient
and buoyancy fluctuations. However, they did not distin-
guish between the contributions of waves and convection to
the flow.

It is not clear from previous studies whether any anal-
ogous effects might occur for deep convection, although
Weaver (2004) found that deep convection could be trig-
gered by forced shallow mesoscale circulations. It is even
less clear whether such effects could modulate storm heights
as opposed to location or organization. We show here that
surface heating heterogeneities can indeed control the inten-
sity of deep convective storms. Further, we propose that this
behavior can be simply understood as a linear resonant re-
sponse of the atmospheric fluid according to dry fluid dy-
namics, despite the nonlinearity and latent heating occur-
ring in the real system. Our mechanism may apply to the
aforementioned studies, and predicts enhancement of storm
severity generally by heterogeneity in the lower boundary.

The rest of this paper is set out as follows. First we de-

scribe a linear model of a dry fluid with constant stratifi-
cation, and calculate its response to a localized heat source.
Next we present fully nonlinear numerical cloud simulations
with moist physics, isolating similarities in the responseto
the localized heating. Finally there is a discussion and a con-
clusion.

2. Linear model of a dry atmosphere

We begin our analysis by investigating the linear Boussi-
nesq equations under the idealized conditions of no mean
flow and no rotation. This will enable us to explore the fluid-
dynamical aspects of the problem without the complications
of moist physics and turbulence. It also permits an analytical
solution not dependent on a large number of model details,
to use as a starting point for understanding numerical simu-
lations.

a. Model equations

The 2D linearized Boussinesq equations (Smith 1988;
Walsh 1974), in the absence of mean flow and with no Cori-
olis force, are ut = �p0x � �u (1)wt = �p0z + b� �w (2)bt +N2w = B � �b (3)ux + wz = 0 (4)

whereu andw are the velocities in the horizontal (x) and
vertical (z) directions. The adiabatic part of the pressurefield
has been subtracted so thatp0 = (p� p(z))=�0 (5)

and buoyancyb is defined (Ogura and Phillips 1962) asb = g(T � T0 + gz=p)=T0 (6)

whereT0, �0, p and g, are the constant temperature and
density of the background state, the specific heat capacity at
constant pressure and the acceleration due to gravity.

As a localized heat source, we chose the simple case of
applied heating that is Gaussian in the horizontal dimension,
sinusoidal in time, and exponential in the vertical:B(x; z; t) = B0 exp�� x2a02 � z=H + i(�t� �2 )� (7)

where the constant B0 = gQ�0pT0 (8)

andQ is the constant heating strength in units ofW=m2.
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This heating source is defined by three parameters: the
heating frequency�, the horizontal half-widtha0, and the
vertical scale heightH . The dynamics are governed by two
parameters, the buoyancy frequencyN and the damping co-
efficient �. The latter is set to a very small value (10�8
sec�1) so that the damping time scale is much longer than
the time period of the applied heating (a few hours). The
model domain is infinite in thex and semi-infinite in thez
directions, and has a constant static stability (constantN ).

b. Analysis

By doing a Fourier transform inx and t (dropping the
prime on the pressure from now on) and solving Eq.s 1-4
(see Appendix for further details) we obtain:p̂(k; z; t) = B̂(k; t)�((1=H)2 + 2) � iH exp(�z=H)�  exp(iz)�

(9)
whereB̂(k; t) = exp(�k2a02=4) � exp(i(�t� �=2)) (10)

and� = � � i�, with a similar expression for vertical ve-
locity. The characteristic vertical wavenumber is defined
as 2 = k2(N2 � �2)�2 � �Nk� �2

(11)

and the heating frequency� << N refers to a heating period
of a few hours. Performing the inverse Fourier transform,
evaluating atx = 0 andz = 0, excluding terms multiplied
by� (which are all very small and do not affect the final re-
sult) and noting that the heating strength reaches a maximum
at t = �=2� givesp(x = 0; z = 0; t = �=2�) = �B0f(N; �; a0; H) (12)

where f(s) = p2H� s exp(s2)Ei(1; s2) (13)s = (a0�)=(2HN) (14)

and the “exponential integral” is defined byEi(1; s2) = Z 11 exp(�s2t)t dt (15)

Figure 1 shows the strength of the heat low in the model so-
lution p(x = 0; z = 0; t = 45min) as a function of source
half-width, for two values of the stratification. In each caseH equals 1 km and the heating period is 3 hours (due to
the sinusoidal time dependence of the heating function the
minimum pressure perturbation occurs at around one quar-
ter of the heating period i.e. 45 minutes, just after the tem-
perature reaches a maximum). These choices ofH and t
are motivated by the numerical model solutions presented

FIG. 1. Minimum surface pressure perturbation in the linear
model solution (12), for two buoyancy frequency valuesN =0:006 (dashed) andN = 0:012 sec�1 (solid), plotted vs. heating
source half width.

in Section 3. The two values ofN correspond roughly to
an observed tropical value and that of an atmosphere with
half the stratification. For eachN there is a corresponding
minimum, though that of the less stratified case occurs at a
smaller value ofa0.

To locate this minimum analytically, we fixH , N and� and find the minimum surface pressure perturbation by
solving �f(s)�a0 = �f(s)�s �s�a0 = 0 (16)

which can be rewritten as�f(s)�a0 = p2H� �(1 + 2s2) exp(s2)Ei(1; s2)� 2�� �2HN = 0
(17)

the numerical solution of which iss = 0:5 implying that the
pressure perturbation at the center reaches a minimum when
the critical source half-widtha satisfies the relationship,aH = N� : (18)

c. Interpretation

The physical basis of this result can be understood by re-
turning to the dispersion relation for internal gravity waves,� = N Lz(Lx2 + Lz2)1=2 (19)

where� is the gravity wave frequency andLx andLz are
the horizontal and vertical wavelengths (Holton 1992). AsLx >> Lz and gravity waves preferentially oscillate at the
imposed heating frequency�, this relation can be written as�N � LzLx (20)
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When the ratio of the imposed vertical length scale (bound-
ary layer depth,H) to the horizontal length scale (heating
width, a) is equal to�=N , gravity waves will propagate
most efficiently.

In the linear model, the depth of the pressure low and
the strength of the thermally direct time-dependent circu-
lation are maximized for resonant combinations of vertical
and horizontal forcing scales. To achieve this resonance,
the ratio of these length scales must match that of vertical
and horizontal wavelengths of buoyancy waves supported by
the fluid medium at the forcing frequency. The strength of
the response diminishes rapidly when the model is forced
at horizontal scales that are “too short” because the profile
of the applied vertical heating contains little energy at the
correspondingly short vertical wavelengths demanded by the
wave dispersion relation. To the extent that this model de-
scribes the behavior of the atmosphere, we may then expect
certain length scales of heating to generate a stronger dy-
namical response.

A deep moist convective system is clearly much more
complex: there is latent heating, moisture, microphysics
and the flow is turbulent and characterized by advection and
other nonlinear processes not included above. Thus while
the above calculation may apply in a relatively straightfor-
ward way to shallow atmospheric flows of modest ampli-
tudes that do not involve precipitation, it remains to be seen
whether this calculation has any relevance to the behavior of
deep moist convection. We now present tests of this.

3. Cloud resolving model

The cloud resolving simulations were computed using the
Weather Research and Forecasting (WRF) Version 2 model,
which solves the fully compressible hydrodynamic (Navier-
Stokes) equations (Wicker and Skamarock 2002). It uses a
third order-accurate Runga-Kutta scheme for the time inte-
gration, and second to sixth order accurate spatial discretiza-
tion is available for the advection terms. Our setup is very
similar to that in (Robinson and Sherwood 2006) (hereafter
referred to as ROB06); the only difference is that we keep the
model physics the same while varying the thermal forcing.
To avoid unnecessary model complexity we used the sim-
plest physics options: warm rain Kessler microphysics (no
ice), TKE turbulence model and no radiation scheme. This
retains the nonlinearity and latent heating characterizing real
storms while avoiding variations among the simulations due
to differences in cloud glaciation.

All simulations used a 2-D version of the model running
on local machines. The model domain was 600 Km (1200
grid points with a grid spacing of 500m) in the across-line
direction with open side walls and 30 Km (200 grid points)
in the vertical direction with stress free impenetrable topand
bottom. In ROB06 we showed that horizontal resolutions of

250m and 500m produce very similar results and that it is
the vertical resolution that is most important. The vertical
grid spacing varied from about 100m at the ground to about
50m in the tropical tropopause layer (TTL) and increased
smoothly up to the top. It was designed to resolve gravity
waves in all layers (the grid was similar to that shown in
ROB06 with twice finer resolution near the ground). The
choice of grid was justified by our previous sensitivity study
and is in line with findings from Lane and Knievel (2005).
The difference between our findings and those of Bryan et al.
(2003) may be due to the higher order numerics used in the
WRF model (Lane and Knievel 2005). As the top was im-
penetrable, the uppermost 6 km was a viscous damping re-
gion designed to reduce reflections of gravity waves at the
top.

a. Model initialization

We simulated the growth of convective storms in a con-
ditionally unstable subsaturated environment specified from
a mean JJA tropical sounding having a CAPE of about 500
J/kg. This sounding was identical to that used by ROB06,
except that tropospheric relative humidities were capped
at 99% to eliminate the slight supersaturation previously
present at the top of the mixed layer. This sounding had
a tropospheric static stability of roughly 0.012s�1, hence
our choice of this in the linear model. Latent heat of fusion
was excluded from the computation of CAPE.Note: ROB06
mistakenly included the latent heat of fusion in their com-
putation of CAPE, even though the simulations themselves
did not include freezing of condensate; the actual CAPEs
attained were about 1000 J/Kg less than reported.

To test the predictions of the linear model we wanted
to concoct an initial sounding with a substantially differ-
ent buoyancy frequency. Deep convection would only de-
velop in a comparable way if the moist stability (CAPE)
and relative humidity were similar to before. To satisfy all
requirements, we reduced the surface temperature by 20 K
and adjusted the sounding temperature at each model level
so that the buoyancy of a parcel lofted pseudoadiabatically
from near the surface was the same as before. This preserves
not only the CAPE but also the “shape of the CAPE.” The
water vapor mixing ratios were then specified to yield the
same relative humidity as before on each model level. Since
the resulting sounding had a lot less moisture in it, but the
same CAPE, the new lapse rate was much closer to dry adi-
abatic andN decreased to approximately 0.006s�1 above
the boundary layer. Figure 2 shows the run of the poten-
tial temperature of the two soundings. The cold point in the
colder sounding was at nearly the same pressure as before,
but the corresponding altitude dropped to 14 km compared to
the original 16.5 km due to thermal contraction. The strato-
spheric stability was the same as in the warmer sounding.

Note because in the WRF model the phase speed at the
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FIG. 2. Original (N, solid line) and cold (N/2, dashed line)
soundings

open boundary is fixed at 25 m/s, and because the horizon-
tal phase speed of gravity waves is linear inN , when we
halved the stability we also halved the phase speed at the
open boundary (parameterb in the WRF model). Sensitiv-
ity tests indicated that this only had a minimal effect on the
results of interest.

b. Thermal forcing

To obtain a smoothly developing convective system, we
added a surface perturbationT 0 to the temperatureT at the
lowest model level,T 0=2 to the temperature at the second
lowest level, andT 0=4 at the third lowest level, whereT 0 = Aoexp(�(x� 1=2)2)� t� T; (21)

and the horizontal distancex is scaled by the total width of
the heating source and positioned in the center of the domain
(x is between 0 and 1). When timet exceeds a certain value
thenT 0 = 0. This cut off time andAo are chosen so that
the maximum temperature perturbation is up to about 10K
spread over 1-2 hours. To minimize convective effects at the
open side walls the perturbation is set to zero outside of the
heating region.

For each of our two initial states, we ran a series of sim-
ulations spanning a range of source half-widths from 2 km
to 50km. Each run was only a few hours duration, since the
main goal is to observe the strength of the strongest updrafts
which occur early during the life of the simulated storm.

c. Comparing WRF model with the linear model

While we are free in the linear model to arbitrarily vary
the parametersN , �,H anda0, not all of these can be set by
fiat in the more realistic WRF model. We described above
our method for varyingN anda0, the latter being the more
straightforward. We diagnosed the scale heightH and half-
width a0 for each simulation by examining the difference

FIG. 3. Time evolution of local CAPE (dashed line) aver-
aged over the full heating width and maximum vertical velocity
(triple-dot dashed line) in the control simulation (a0 = 25km andN = 0:012s�1) for a typical convective event. Both are scaled
by their maximum values which are 2560 J/kg and 40 m/s, respec-
tively. The dotted vertical line marks the time� at which the pres-
sure minimum and depth of thermal boundary layer are computed,
while the solid vertical line marks the start of the 1 hour time in-
tegration for the computation of turbulent statistics (sensible heat
flux, updraft speed and cloud top height).

in the temperature distribution just prior to the rapid growth
of deep convection (defined as the time at which the CAPE
reaches a maximum as shown in Fig. 3), vs. that in the initial
sounding. Unsurprisingly the diagnoseda0 was essentially
the same as that of the applied heating. We found, however,
that no matter how we put heat into the numerical model
(provided it was confined near the surface as would happen
due to daytime solar absorption), we ended up withH � 1
km (see Fig. 4) due to the action of small-scale turbulent
transport. This scale height remained indifferent even to our
dramatic change of initial sounding. Thus, we were unable
to test the response of the numerically simulated storms to
changes in this linear model parameter.

A similar problem exists for the heating time scale. In the
linear model the heating strength reaches a maximum at the
time � defined by � = �=2�: (22)

To be consistent with the measurement ofH , in the WRF
model we define� as the time at which the CAPE reaches
a maximum. While the thermal forcing can be applied ei-
ther slowly or rapidly, the convection tended to develop at
a relatively similar time into the simulation (� was always
about 40-50 minutes); this timing was probably determined
by details of the initial profile as well as growth rate of initial
fluctuations in the model state.
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FIG. 4. Change in the background temperature (divided by the
maximum change),�T=(�T )max between the start of a typical
simulation and the time of maximum CAPE for the original (N,�Tmax = 8:5K and a0= 25 km - solid line) and cold (N/2,�Tmax = 6K anda0 = 18.5km - dashed line) sounding. In each
case the temperatureT has been averaged over the heated area.
Even though we have specifieda0, the actual value has little ef-
fect on the shape of the temperature profile that develops with each
sounding.

d. Pre-convective surface pressure

To be consistent with the diagnosis ofH , we compared
the WRF behavior to that of the simple model by noting the
surface pressure perturbation at time� .

Both the minimum surface pressure perturbation and the
horizontally averaged surface pressure perturbation were
computed for each simulation, with the results for the mini-
mum pressure perturbation for the two soundings plotted in
Figure 5. The horizontally averaged and minimum values
behave in the same way over time.

FIG. 5. Minimum surface pressure perturbation at the time of
maximum CAPE for WRF simulations initiated with original (N ,
solid line) and cold (N=2, dashed line) soundings , plotted vs. heat-
ing source half-width.

Comparing Figures 5 and 1 shows that the pressure per-
turbation field in the WRF model shares a number of features
in common with that of the linear model. Though there is
significant noise, particularly in the warmer sounding, there
is a clear shift in the location of the minimum when the sta-
bility is halved. For the original (N ) sounding the minimum
is at about 25 km while for the colder (N=2) sounding it is
at about 18 km. The curvature is similar to the linear case,
in that there is a sharp drop towards zero in the magnitude of
the surface pressure perturbation for sub-resonant valuesofa0 but only a gradual decline for forcings broader than the
resonant value. This agreement is remarkable given that in
the WRF simulation the pressure perturbation is measured
at a time when the flow is significantly nonlinear with maxi-
mum point velocities of a 1-10ms�1. A series of runs were
also performed for a dry atmosphere by setting the mixing
ratio to zero in the initial sounding. In that case the optimum
heating widtha and scale heightH were almost the same
as those in the moist simulations.

e. Convective vigor

1) SENSIBLE HEAT FLUX

One measure of convective vigor is the upward turbulent
sensible heat flux, which can be defined as�w0�0 where�,w and� are the density, vertical velocity and potential tem-
perature, respectively. The fluctuating parts were computed
asw0 = w � w and �0 = � � �, so that the mean flow
has been subtracted and the flux represents the net effect of
resolved turbulent eddies. The overbar represents an aver-
age over all the points for one hour of turbulent developed
convection for which the cloud water content is greater than
zero. The start time for this averaging was the first time the
plumes had enough momentum to squash the stratospheric
isentropes together so the the maximum��=�z occurred in
the TTL.

Figure 6 is a plot of the maximum sensible heat flux ver-
sus heating half-width for the two different input soundings.
The peak response lies somewhere between about 20 and 30
km for the warm sounding and between 10 and 20 km for the
cold sounding. This is a very similar range to that for surface
pressure perturbation, suggesting that the pressure low may
control the vigor of the moist convective response.

2) CLOUD TOPS AND UPDRAFT SPEEDS

A more observable measure of convective strength is
cloud top height. By examining all the grid points between
14km and 17km altitude and for which the integrated cloud
water content was at least 0.02kgm�2 (approximately level
of unit optical depth), over one hour of the convective life
cycle, we computed two measures of peak cloud height. Fig-
ures 7 and 8 shows plotted againsta0, the 95 percentile
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FIG. 6. Peak convective heat flux (kg m�2 s�1 K) simulated by
WRF vs. heating source half-width, with original (N , solid line)
and cold (N=2, dashed line) soundings.

and 50th percentile cloud top heights, for our standard-N
andN=2 cases. The results are somewhat sensitive to the
measure chosen, and due to the complexity of the simulated
fields, the position of the peak response could not be as eas-
ily seen as in the dynamical fields. Nonetheless the general
picture is similar to that of the dynamical fields, with a broad
maximum of cloud height obtained for half-widths between
about 15-35 km and 5-20 km for theN andN=2 cases re-
spectively.

The vertical velocities of the strongest updrafts is another
measure that is of prime importance for cloud microphysics
and electrification. Due to the complicated velocity struc-
ture, the highest ascent rate attained at one time step and grid
point was not a suitable measure. We instead computed three
integral measures of vertical velocity extremes:w3, w2 and
95th percentile ofw. The overbars denote averaging over
time (1 hour) and space (all the points lying below 18 km at
which the cloud water content is greater than zero). The re-

FIG. 7. WRF-simulated 50th and 95th-percentile high cloud top
heights vs. heating source half-width for the original (N ) sounding.

FIG. 8. As in 7 except for the cold (N=2) sounding.

sults for the standard-N case are plotted in Fig. 9 and for theN=2 sounding in Fig. 10. In both plots W1=w31=3, W2 =w21=2 and W3 = 95th percentile of w (divided by 8 to fit on
the same axes as the other velocities). The results are more
robust than those of cloud height, and are consistent with the
other fields with peak responses occurring for half-widths
from about 15 to 35 km for the standard sounding and from
about 5 to 25 km for theN=2 sounding. The sharper peak
in w3 compared tow2 is probably a result of strong thin up-
drafts which come from the thin horizontal range over which
the surface pressure perturbation peaks for the colder sound-
ing.

As lightning production is thought to depend on verti-
cal updraft speed, these results suggest the predominance
of lightning over and above a certain range of island areas,
could be explained by the propagation of internal gravity
waves and the height of the thermal boundary layer estab-
lished prior to convective onset. Note that the pressure mini-

FIG. 9. Three metrics (see text for explanation) for WFR-
simulated vertical velocity versus heating source half-width, for the
original (N ) sounding.
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FIG. 10. As in 9 except for the cold (N=2) sounding

mum in the more stable sounding has a much broader trough
than the curve for the sounding with lowerN . This may ex-
plain why the updraft skewnessw3 and 95th percentile cloud
top height have much better defined peaks for the cold (N=2)
sounding.

f. Vertical scale of convective eddies

Previous studies have often invoked the idea that thicker
boundary layers (prevalent over continents) will produce fat-
ter updrafts that will be slowed down less by entrainment
(e.g., McCaul and Cohen 2002; Zipser 2003). This moti-
vated us to look at characteristic eddy sizes in our simula-
tions. We estimated these by computing the spatial autocor-
relation of thew0 field as a function of vertical and horizon-
tal distance in the domain, defining the “eddy size” as the
distance at which field autocorrelation falls to 0.5. The cal-
culation included only data from model time steps for one
hour of turbulent developed convection, within2a0 of the
center of heating in either horizontal direction, and at least 4
km above the surface and 4 km below the tropopause. This
emphasizes deep convective up- and down-drafts while min-
imizing the impact of lateral boundary effects, stratospheric
waves, and boundary layer turbulence.

Fig. 11 shows the estimated eddy size versus source half-
width for the original (N ) sounding. Eddies became larger
as the convection was forced at larger scales, but plateaued
as the forcing half-width approached 50 km. The vertical
and horizontal sizes scaled together at a ratio of about 3:2,as
might be expected for quasi-spherical thermals. The increas-
ing size of the eddies suggests that entrainment effects may
also have played a role in governing the intensity of the re-
sponse ofw to the different forcings. This entrainment effect
is probably secondary to that of the wave dynamics, how-
ever, since the linear model has no plumes or entrainment
yet produced essentially the same result. Previous studies
may have erroneously interpreted a correlation between up-

FIG. 11. Estimated eddy size (see text) vs. heating source half-
width in the WRF simulation with original (N ) sounding.

draft strength and fatter drafts as entirely causative, when the
two aspects could to a large extent have been mutual effects
of dynamical changes. A similar analysis of the simulation
initiated with the cold sounding (not shown) reveals eddies
about 30 % bigger and updrafts about 30 % stronger than in
the original sounding.

Interestingly, the thermal boundary layer height (see Fig.4)
did not change in any of the experiments. Thus, previ-
ous suggestions that updraft width might be controlled by
boundary layer thickness do not tell the whole story. The flip
side of this is that changes in boundary layer thickness may
alter storm strength dynamically, independent of any updraft
dilution effect, by changing the resonant scale. Also, numer-
ical experiments in which heating is initialized by a warm
bubble introduce an additional vertical length scale that com-
plicates matters and may interact with the other two scales.
While we have not performed a more detailed analysis to
explain what controls eddy size, mesoscale forcing clearly
must play a role alongside any played by the thickness of
the boundary layer.

4. Discussion and Conclusion

Previous studies have shown that boundary-layer convec-
tion prefers certain scales that are not simply those of the
boundary layer thickness itself (Avissar and Liu 1996; Roy
and Avissar 2000; Roy et al. 2003). Others have shown that
deep convection can be organized by waves, including self-
generated ones (e.g., Mapes 1993; Thompson et al. 1979).
Our results indicate wave modulation not only of the hori-
zontal organization of convection, but also its strength, even
for deep convection in a conditionally unstable environment.

Our results have several implications. Nontrivial varia-
tions in convective intensity can result from mesoscale ther-
mal forcing without changing the thermodynamic sound-
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FIG. 12. Main components of the resonant response mecha-
nism. The applied heating at the base (solid horizontal line) causes
thermal expansion, creating a high aloft and evacuating mass from
above the boundary layer, in turn causing a ”heat low” or pressure
minimum (L) at the surface. Air is drawn toward this heat low,but
continuity demands an equivalent nearby subsidence. This com-
plete circulation is most easily driven (resonant) when theratio of
the thermal boundary layer depthH to the width of the heated sur-
facea is equal to ratio of the vertical to horizontal wavelength of
internal gravity waves supported by the atmosphere (� �=N ac-
cording to the standard short-period dispersion relation,Eq. 11).

ing (thus the CAPE or boundary layer thickness). This
highlights the limitations of parcel theory in fully explain-
ing updraft strengths and convective severity. The intensity
changes are reflected in peak updraft and downdraft speeds,
heat flux, and cloud top height. They would presumably
affect electrification and microphysical processes too, al-
though we did not investigate this directly.

While the weakness of maritime updrafts has long indi-
cated the limited relevance of non-entraining parcel theory,
it is popular (e.g., McCaul and Cohen 2002; Zipser 2003)
to rescue parcel theory by invoking strong updraft dilution
through entrainment to explain the vastly reduced updraft
speeds often seen. While this is no doubt important, we
question whether this is the only or even the primary ex-
planation for geographic variations in intensity. We find (not
shown) that local vertical accelerations in WRF often dif-
fer dramatically from those anticipated from hydrostatic par-
cel buoyancy due to dynamical pressure perturbations. The
similarity reported here between the responses of the linear
Boussinesq model and the WRF numerical model to differ-
ent forcings indicates that this behavior was controlled pri-
marily by wave dynamics, even though stronger updrafts in-
deed tended to be wider. Parcel theory is irrelevant to the
linear model.

The role of wave dynamics may be understood as a
resonant interaction between the heating and the medium.
Convection is well known to produce “gravity” (buoyancy)
waves, and indeed cannot proceed without doing so: large-
scale motions (including upper level divergence and sur-
rounding subsidence) must accompany convective growth
and latent heat release, initiating waves. The key compo-
nents of the “resonance” are shown in Figure 12. Convec-
tion that is forced in a way that optimizes the ability of the
atmosphere to accommodate this process, will be stronger.

The linear dispersion relation (11) for short-period waves
implies a particular horizontal scalea, given a heating time
scale2�=� and a vertical scaleH . The latter two scales ap-
pear to be set by the rate of deep convective development
and the thickness of the shallow thermal boundary layer, re-
spectively, in ways that are robust to the forcing and to some
aspects of the initial sounding. Because the thermal pertur-
bation is exponential inz rather than harmonic, it contains a
spread of vertical wavenumbers. The resonant response oc-
curs in a peak that is correspondingly broad with respect to
the horizontal forcing scale.

Realistic parameter and static stability values for the trop-
ical atmosphere determine a resonant horizontal scale of or-
der 50 km. Because the boundary-layer thermal perturbation
decays smoothly with height, it lacks vertical wavenumbers
much higher than the peak one1=H , but projects onto all
of those lower than1=H . As a result, the response weakens
rapidly for forcing scales below optimum but only slowly for
scales broader than the optimum. This behavior is confirmed
by the observation of Williams et al. (2004) that electrifica-
tion is significantly reduced in storms forming over islands
less than a few hundred km2 in size. The mechanism is also
a likely factor in explaining the intensity of the well-known
“Hector” storm, which forms north of Australia over a pair
of closely spaced islands of approximate combined size 50
x 100 km and routinely exceeds 19 km in height. We antici-
pate that the ability of volcanic eruptions and nuclear blasts
to reach into the stratosphere will also be significantly af-
fected by the horizontal extent of heating, although the im-
pulsive nature of the heat source may require a full spectral
solution of the linearized equations. This is straightforward
but would require a numerical treatment.

One cautionary note is that due to the large number of
simulations required, we have not yet tested this mechanism
in three-dimensional simulations. While the same dynamics
surely applies in three dimensions, its importance relative
to other factors such as draft entrainment could be altered.
Also, we have compared a linear model with periodic time
forcing with a numerical calculation of a single event; pos-
sible problems with this have not been studied carefully, but
may not be too important in light of the consistent behavior
between the two calculations.

Another interesting result worth mentioning is that the
WRF updraft speeds and parcel sizes were about 30% higher
for a colder (by�20C) sounding even though the atmo-
spheric soundings had the same profiles of buoyancy (thus
CAPE) and relative humidity. If this result is robust, it im-
plies that in different climates, the differing dry static stabil-
ity may lead to different convective strength for dynamical
reasons in addition to whatever microphysical effects the dif-
fering water vapor mixing ratios might have. It is possible
that this temperature sensitivity is due to differences in the
role of latent heating and cooling at the edges of the convec-
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tive drafts, but we have left this topic for further research.

Acknowledgments. R. Smith provided valuable assis-
tance for this work including some of the mathematical de-
velopment; SCS also thanks E. Williams and E. Zipser for
useful discussions. This work was supported by NASA grant
NNG04GH66G and NSF grants ATM-0134893 and ATM-
0531212.

REFERENCES

Avissar, R., and Y. Liu, 1996: Three-dimensional numericalstudy
of shallow convective clouds and precipitation induced by land
surface forcing.J. Geophys. Res., 101, 7499–7518.

Bryan, G., J. Wyngaard, and J. Fritsch, 2003: Resolution re-
quirements for the simulation of deep moist convection.Mon.
Weather Rev., 131, 2394–2416.

Christian, H. J., et al., 2003: Global frequency and distribution of
lightning as observed from space by the optical transient detec-
tor. Journal Of Geophysical Research-Atmospheres, 108, ACL
4–1.

Ekman, A. M. L., C. Wang, J. Wilson, and J. Strom, 2004: Explicit
simulations of aerosol physics in a cloud-resolving model:a
sensitivity study based on an observed convective cloud.Atmo-
spheric Chemistry And Physics, 4, 773–791.

Holton, J. R., 1992: An Introduction to Dynamic Meteorology.
Academic Press.

Jorgensen, D. P., and M. A. Lemone, 1989: Vertical velocity char-
acteristics of oceanic convection.J. Atmos. Sci., 46, 621–640.

Lane, T., and J. Knievel, 2005: Some effects of model resolution
on simulated gravity waves generated by deep mesoscale con-
vection.J. Atmos. Sci., 62, 3408–3419.

Mapes, B. E., 1993: Gregarious tropical convection.J. Atmos. Sci.,
50, 2026–2037.

McCaul, E. W., and C. Cohen, 2002: The impact on simulated
storm structure and intensity of variations in the mixed layer
and moist layer depths.Monthly Weather Review, 130, 1722–
1748.

Ogura, Y., and N. Phillips, 1962: Scale analysis of deep and shal-
low convection in the atmosphere.J. Atmos. Sci., 19, 173–179.

Orville, R. E., and R. Henderson, 1986: The global distribution
of midnight lightning: December 1977 to august 1978.Mon.
Weather Rev., 114, 2640–2653.

Robinson, F., and S. Sherwood, 2006: Modelling the impact of
convective entrainment on the tropical tropopause.J. Atmos.
Sci., 63, 1013–1027.

Roy, S., and R. Avissar, 2000: Scales of response of the convective
boundary layer to land surface heterogeneity.Geophys. Res.
Lett., 27, 533–536.

Roy, S., C. Weaver, and R. Avissar, 2003: A preferred scale for
landscape forced mesoscale circulations?Geophys. Res. Lett.,
108, GCP15doi:10–1029/2002JD003,097.

Sherwood, S. C., P. Minnis, and M. McGill, 2004: Deep
convective cloud top heights and their thermodynamic con-
trol during CRYSTAL-FACE. J. Geophys. Res.. D20119,
doi:10.1029/2004JD004811.

Smith, R. B., 1988: Linear-theory of stratified flow past an isolated
mountain in isosteric coordinates.J. Atmos. Sci., 45, 3889–
3896.

Souza, E. P., N. O. Renno, and M. A. F. S. Dias, 2000: Convective
circulations induced by surface heterogeneities.J. Atmos. Sci.,
57, 2915–2922.

Thompson, R. M., S. W. Payne, E. E. Recker, and R. J. Reed, 1979:
Structure and properties of synoptic-scale wave disturbances in
the intertropical convergence zone of the eastern Atlantic. J.
Atmos. Sci., 36, 53–72.

Walsh, J., 1974: Sea breeze theory and applications.J. Atmos. Sci.,
31, 2012–2026.

Weaver, C. P., 2004: Coupling between large-scale atmospheric
processes and mesoscale land-atmosphere interactions in the us
southern great plains during summer. part i: Case studies.J.
Hydrometeor., 5, 1223–1246.

Wicker, L., and W. Skamarock, 2002: Time splitting methods for
elastic models using forward schemes.Mon. Wea. Rev., 130,
2088–2097.

Williams, E. R., T. Chan, and D. Boccippio, 2004: Is-
lands as minature continents: Another look at the land-
ocen lightning contrast. J. Geophys. Res., 109, D16,206,
doi:10.1029/2003JD003,833.

Zipser, E. J., 2003: Some views on hot towers after 50 years of
tropical field programs and two years of trmm data.Meteoro-
logical monographas, 29(51), 49–.

Zipser, E. J., and K. R. Lutz, 1994: The vertical profile of radar re-
flectivity of convective cells—a strong indicator of storm inten-
sity and lightning probability?Mon. Weather Rev., 122, 1751–
1759.

Zipser, E. J., D. J. Cecil, C. T. Liu, S. W. Nesbitt, and D. P. Yorty,
2006: Where are the most intense thunderstorms on earth?Bul-
letin Of The American Meteorological Society, 87, 1057–+.

Printed May 31, 2007.

Appendix: Derivation of Eq. 9

Fourier Transform (FT) of Eq.s 1-4 inx andt (dropping
the primes onp) producesisû = �ikp̂� �û (23)isŵ = �p̂z + b̂� �ŵ (24)isb̂+N2ŵ = B̂ � �b̂ (25)ikû+ ŵz = 0 (26)

where the “hats” denote Fourier transformed quantities ands andk are the temporal and spatial wavenumbers Algebraic
manipulation of Eq.s 23-26 followed by an inverse FT in
time gives ŵzz + 2ŵ = k2�2 B̂(k; z; t) (27)

where2 = k2(N2 � �2)=�2 and� = � � i�. Solving
the ODE and employing the appropriate boundary condi-
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tions producesŵ(k; z; t) = k2B̂(k; t)�2 (1=H2 + 2) [exp(�z=H)� exp(iz)℄
(28)

whereB̂(k; t) = exp(�k2a02=4) � exp(i(�t� �=2)) (29)

Using the relationshipp̂(k; z; t) = �ik2wz (30)

which can be found by combining Eq.s 23 and 26, and then
inserting in Eq. 28 into Eq. 30 givesp̂(k; z; t) = B̂(k; t)�((1=H)2 + 2) � iH exp(�z=H)�  exp(iz)�

(31)


